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Challenge: Storing and Accessing Numerical Simulation Data
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2 - We tackle the issues by compressing weather & climatedata 300 x - 3,000 x !
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General Idea

Uniformly sample coordinates on sphere
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Properties of Data Our Treatment Interpolate data at sampled coordinates
e Continuous & smooth in every dimensions * Smooth activation function (GELU) W
e Stratified: variations between levels are  Level-wise de-normalization m Compressmn Speed Random Decomp
much larger than inside levels  Uniformly sampling on the sphere SimFS [2] Arbitrary

 Definedon a sphere c (W, b)) = (x,y,2) ZFP [3] <10 x >» »} »}
 Random access is preferred . Randhomda;cess dc;es 2.ot lead to TTHRESH [4] < 300 X > >h) >)
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Evaluation Applications
Compression Errors vs Compression Ratios Store More Simulation Data
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e  Much lower RMSE & MAE at No need to discard intermediate results!
Compression method

B CR 300 x — 3,000 x Compressed Dataloader for Training ML Models
e * Higher max abs. error but only

occurring seldomly (<0.001%) ,
10 100 1,000 10,000 100,000 10 100 1,000 10,000 100,000 Dataloader for inputs

Compression ratio * Free C.R. when increase spatial res.!
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Dataloader for targets | Generate data on the fly

Experiment: replacing dataloader when training a CNN

Dataset 3 C.R. Weighted RMSE error (test set)
Z at 500 hPa (m?/s?) T at 850 hPa (K)

Original 1 x 632.9 2.906
NN Compressed 198x  637.3 (+0.7%) 2.944 (+1.3%)
 Our method well preserves general shape and SZ3 Compressed 71x 650.6 (+2.8%) 2.985 (+2.7%)
average value while 1,150 x smaller. -_—
e SZ3 introduces many artifacts that breaks * Our method may hardly capture the extreme Original 1 x 638.8 ).834
important weather structure, it also badly values in a small area like a hurricane center NN Compressed  790x  697.3 (+1.2%) 2.888 (+1.9%)
preserves the average value. SZ3 Compressed 106 x  702.9 (+2.0%) 2.887 (+1.9%)
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